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ABSTRACT

Empirical studies in visualisation often compare visual represen-
tations to identify the most effective visualisation for a particular
visual judgement or decision making task. However, the effective-
ness of a visualisation may be intrinsically related to, and difficult to
distinguish from, individual-level factors such as visualisation liter-
acy. Complicating matters further, visualisation literacy itself is not
a singular intrinsic quality, but can be a result of several distinct
challenges that a viewer encounters when performing a task with a
visualisation. In this paper, we describe how such challenges apply
to experiments that we use to evaluate visualisations, and discuss
a set of considerations for designing studies in the future. Finally,
we argue that aspects of the study design that are often neglected or
overlooked (such as the onboarding of participants, tutorials, train-
ing, etc.) can have a big role in the results of a study and can po-
tentially impact the conclusions that the researchers can draw from
the study.

Index Terms: Experiment design, visualisation effectiveness, vi-
sualisation misinterpretation, visualisation literacy

1 INTRODUCTION

The goal of many empirical studies in visualisation is to determine
the effectiveness of various visual representations—whether a par-
ticular visualisation type is “better” than others in helping a viewer
perform a particular task. This empirical groundwork is established
through rigorous quantitative experiments. There have been many
such empirical studies that have demonstrated that certain visual-
isation types can improve performance in a range of visualisation
tasks (e.g., accuracy and precision in estimation [21, 23, 29, 35, 40]
or quality of decision-making [12, 22, 41, 45]).

However, recent work also outlines a number of challenges, such
as misinterpretation of the task, misunderstanding of the visual en-
coding etc., that viewers face when performing tasks using a vi-
sualisation [34]. These challenges likely extend to and persist in
empirical scenarios where we test the effectiveness of novel visual-
isation idioms over existing ones. In this paper, we ponder whether
these barriers in correctly interpreting data visualisations may con-
stitute a threat to the commonly adopted experimental framework
in visualisation research.

For instance, more complex visualisations are considered more
likely to be misinterpreted. Yet, many complex visual represen-
tations such as the probability density and cumulative distribution
plots used by Fernandes et al. [12], which the average viewer is
likely not very familiar with, have been found to result in high-
quality decisions. From a literacy standpoint, visualisations that
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are more challenging and are more frequently misinterpreted can
be considered as requiring more “literacy”, “competency” [17], or
ability—if teaching a viewer to interpret a bar chart or a pie chart
is considered the equivalent of teaching concepts of arithmetic and
geometry in mathematics, one could argue that teaching interpreta-
tions of probability density plots or cumulative distribution function
plots is equivalent to teaching probability or calculus. Thus, evalu-
ating the effectiveness of a visualisation (such as a probability den-
sity plot) without giving participants the requisite training on how
to interpret the chart would be akin to testing a student proficient
in arithmetic with questions on calculus. This highlights the need
to provide participants with the requisite training in visualisation
studies that purport to assess the effectiveness of visualisations.

The previous example serves to highlight the gap between what
we, as researchers, may intend to assess and what we actually as-
sess. Training is but one tool in our arsenal to bridge this gap.
We outline the need to more carefully consider how researchers
can leverage aspects of experimental design—tutorials, incentives,
training and feedback, pilot studies—to bridge this gap and improve
the ecological validity of our empirical research.

2 EFFECTIVENESS, LITERACY AND WHY ANY OF THIS
MATTERS FOR EXPERIMENTS

2.1 Visualisation Effectiveness and Literacy
As previously mentioned, much empirical research in visualisation
focuses on identifying the most effective visualisation for a par-
ticular task. However, visualisation effectiveness1 [28, 31] is a
somewhat ambiguous concept. Prior work has offered many def-
initions of effectiveness, which whilst appealing, can be challeng-
ing to operationalise and suffers from a “nuance trap” [16]. In-
stead, we adopt a more crude but easily operationalisable interpre-
tation based on prior work that ranks the effectiveness of different
chart types [7, 10, 18, 29]—whether a particular visual represen-
tation leads to better performance on a task, as measured by some
reasonable metric. Examples of such reasonable metrics include
accuracy (smaller bias and/or greater precision), decision-making
quality, and Just Noticeable Differences (JNDs) [11].

Visualisation literacy describes “a person’s ability to understand
data presented in graphical elements.” However, the term visual-
isation literacy is perhaps overloaded. Broadly construed, a per-
son’s ability to make sense of the information presented in a chart
depends on a large range of skills such as critical thinking, spa-
tial awareness, working memory capacity, statistical training, etc.
[4, 17]. Yet, for the sake of simplicity, we will persist with the term
visualisation literacy as an umbrella term for all of these skills and
use it in its broadest possible meaning.

The principles of visualisation effectiveness and visualisation lit-
eracy are seemingly intrinsically related. Cabouat et al. [4] argue
that individual factors, which include but are not limited to visu-
alisation literacy, affect any assessment of the effectiveness of a
visualisation. As such, assessments of visualisation effectiveness

1while Munzner [31] primarily discusses effectiveness in terms of visual
channels, we adopt a wider notion of the effectiveness of the entire visual
representation.



should consider the viewers’ literacy and other factors contributing
to individual differences. Similarly, any assessment of visualisa-
tion literacy should consider visual representations of varying ef-
fectiveness. In the case of visualisation literacy assessment tests
(e.g., [3, 9, 26]), one possible explanation for the current status quo
is likely that these tests are implicitly controlling for visualisation
effectiveness by choosing specific combinations of visual represen-
tation and task type. More concretely, item response theory models
which are often used to evaluate these assessment tests [9, 13] have
an item (question) difficulty parameter which, in this case, would
depend on both visualisation effectiveness and task difficulty. In
empirical studies evaluating the effectiveness of two or more vi-
sual representations for a particular task, the status quo has three
possible explanations: (1) in randomised controlled experiments,
by virtue of randomisation, we assume a baseline balance of vi-
sualisation literacy across experimental conditions; (2) we tend to
consider visualisation literacy as a singular construct (even though
it is likely not [4, 17]; also see §2.2); and (3) we tend to hand wave
these concerns away because we tend to get uncomfortable and do
not like to answer difficult questions which threaten the validity of
our research.23

Each line represents a 
different visualisation. 
Visualisations which are 
higher are more “effective”.
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There may exist a 
visualisation B which is 
more effective than a 
visualisation C for readers 
with low literacy, but not for 
readers with high literacy.

B

C

Figure 1: Presumed inter-relationship between literacy and effective-
ness. Note that we are merely speculating that this is what these
curves might look like. Our best guess is that these are likely to be
monotonic (with respect to literacy). “More effective” visualisations
should usually result in better average task performance than a “less
effective” visualisation, but there are nuances and caveats (as shown
by curves B and C).

Figure 1 describes what we presume to be a plausible effect of
visualisation effectiveness on the relationship between literacy and
task performance. Given a particular visualisation, an individual
with greater literacy will, on average, perform better than individ-
uals with lower literacy at tasks designed to be performed using
this visualisation as they might have some knowledge about which
patterns to look for. On the other hand, there may also exist two
visualisations (for e.g., B and C in Figure 1) such that one visuali-
sation is more effective for readers with low literacy, while the other
is more effective for readers with high literacy (see [6, 10]). Thus,
the conventional notion of visualisation effectiveness—where ef-
fectiveness is an intrinsic property of a visualisation—need not al-
ways hold (and, as evidenced by recent work, it does not always
hold [10]). Finally, it is not unreasonable to consider a diminishing
effect of visualisation effectiveness as the literacy of the individual
performing the task increases.

2.2 Barriers
Recent work by Nobre et al. [34] outline a set of nine distinct barri-
ers which may prevent readers of a chart from accurately perform-
ing tasks using a visualisation (see Figure 2 for an overview). These

2we are joking
3okay, maybe only slightly joking

Translation 
Barriers

Misunderstands the taskT1

Misreads the targetT2

Misunderstands the visual encoding

Misinterprets the axis/colormap
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Decoding
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Cannot visually estimate a derived value

Reads wrong data element

Reads wrong visual channel
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D2
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Figure 2: Figure adapted from Nobre et al. [34] providing an overview
of the nine visualisation literacy barriers identified in their work. While
in their work D0 (Cannot visually estimate a derived value) was clas-
sified as an encoding barrier (E4), we believe that this might be better
classified as a decoding barrier.

barriers highlight the interplay between the design of the visualisa-
tion and the literacy (and other individual factors) of the reader of
the visualisation. For instance, consider the barrier E1 (misunder-
standing the task)—if a reader fails to perform a task due to this bar-
rier, does that mean that they have lower literacy or that the designer
of the visualisation could have improved the design of the visualisa-
tion to safeguard the reader from this barrier, perhaps for instance
by adding annotations? Or perhaps, both? When evaluating the
effectiveness of a visualisation in an experiment, the presence of
these barriers, in some contexts, can have a potential confounding
effect on any measure of effectiveness. To better understand the im-
pact of these barriers in visualisation experiments, we first lay out a
framework describing the idealised process of how researchers ex-
pect to measure effectiveness through experiments, and recast these
barriers as breakdowns in the idealised process.

2.3 The Telephone Framework
As researchers, when we design experiments, we provide partic-
ipants (a user) with a task T to perform using a visualisation V ,
which represents some data using some encoding; we implicitly
assume that users will be performing the task T using an optimal
strategy S (“we,” the authors, acknowledge that this is not always
the case and there have been a growing number of studies in re-
cent years which have elicited qualitative descriptions from partic-
ipants about the strategies they have used in performing tasks [e.g.,
22, 41]). Based on how well users perform T , we assess the ef-
fectiveness of a visualisation for T . This process is represented
using the top panel in Figure 3. However, it is very likely that this
idealised process is not realised in practice. As participants come
to an experiment with varying knowledge and goals—individual
factors—which can impact how they perform in an experiment [5].
Thus, one possibility is that the user develops a distinct mental
model of what task (T ′) they are supposed to be performing, and
a strategy S′ which they think best supports task T ′. Thus, what the
researchers end up assessing is how well a visualisation V supports
a user using the strategy (S′), which they think best supports the
task (T ′)—which may or may not be the task they are supposed to
be doing (T )—assuming they are even able to successfully carry out
their strategy S′. This alternate pathway now appears to resemble
the popular children’s game telephone.

In the context of experimental design, this framework allows us
to recast the barriers identified by Nobre et al. [34] as systematic
breakdowns or deviations from the ideal pathway. For instance,
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Figure 3: The telephone framework for experimental design to deter-
mine effectiveness of a visual representation

the barriers T1 and T2 would tend to arise where there is a gap be-
tween T and T ′; the barriers E1–E3 result from the user identifying
a strategy S′ which is far from the ideal strategy S; the barriers D1–
D3 are all a result of the user not being able to execute their strat-
egy S′ properly (even if S′ = S). Only the barrier D0, which may
manifest in both the idealised and deviated pathways, can likely be
considered an indicator of the effectiveness of a visualisation.

This raises two pertinent questions: first, can these breakdowns
potentially manifest in ways that can impact the conclusions about
the effectiveness of the visualisations being tested? (answer: yes);
second, do aspects of the current experimental design framework
help in addressing these barriers? (answer: perhaps?) To answer
these questions, we first need to review the typical components of
experiments in visualisation (§3). We then provide examples of
studies which have had to contend with breakdowns from the de-
sired experimental process (§4). Finally, we outline a set of best
practices for the design of experiments and make a case to study
the effects of some of these factors which are still not well under-
stood (§5).

3 THE COMPONENTS OF EXPERIMENTS IN VISUALISATION

Broadly, visualisation experiments can be broken down into the fol-
lowing components:

1. Informed consent, which often consists of descriptions of
the experiment, what it entails, duration, etc.

2. Introduction and tutorial, which typically describes to par-
ticipants the exact task that they have to perform, the infor-
mation that will be provided to them to perform the task, and
often, how to interpret that information.

3. Training trials, which can help provide the participant famil-
iarity with the task (in the case of incentivised studies, without
the expectation that it will impact their final pay). Addition-
ally, if feedback is also provided, it can potentially help clear
up misunderstandings related to the task.

4. Test trials (often repeated multiple times) are the primary
focus of data collection and comprise the bulk of most exper-
iments.

5. Attention check questions, which are often interspersed
between the test trials, especially when the study involves re-
peated trials. Attention check questions are meant to eliminate
poor actors who are not actually responding to the stimulus
and randomly answering the task questions.4

4e.g., see Prolific’s attention check question guidelines:
https://researcher-help.prolific.com/hc/en-gb/articles/

360009223553-Prolific-s-Attention-and-Comprehension-Check-Policy

6. Qualitative or Likert-style Questions eliciting participants
experience interacting with the stimuli in the trials. In typical
visualisation experiments, these include preference or confi-
dence ratings, cognitive load questionnaires etc.

7. Demographic questions are often asked to understand the
background of the participants and are often useful to under-
stand the type of participants.

Although we attempt to list these in the order in which they typ-
ically appear, and in the order that we would place them if we were
designing an experiment in the future, this order is not definitive
(e.g., demographics questions can be collected either at the begin-
ning or end of the experiment).

In addition, researchers employ two other tricks to ensure the
robustness of experiments: pilot studies, and randomisation
of participants between conditions. Pilot studies help the re-
searcher identify if there is a possibility for potential misinterpreta-
tion of either the task or the visual representation. Randomisation,
if implemented properly, helps ensure baseline balance—all base-
line covariates such as participants’ ability are randomly distributed
across treatment groups [1, 47].

4 DEVIATIONS FROM THE ASSUMED PATHWAY, IN PRACTICE

We describe how experiments for assessing visualisation effective-
ness can suffer from deviations from the desired pathway. Through
this discussion, we take the opportunity to highlight how these
deviations often occur due to insufficient use of “safeguards”—
components of experimental design such as tutorials, training, and
pilot studies.

4.1 Task Misunderstandings
How do issues related to misunderstanding the task occur in exper-
iments, and do these issues limit the conclusions that can be drawn
from the results of a study? Broadly construed, this breakdown
tends to manifest as participants performing a slightly different task
than what is intended by the experimenters (i.e. T ′ ̸≈ T ).
Assessing participants based on a different task than what
they are performing. In a study by Zgraggen et al. [46], par-
ticipants were presented with datasets and were asked to perform
exploratory data analysis tasks. The datasets had some genuine cor-
relations as well as some Gaussian noise. Specifically, participants
were instructed to “find and report any reliable observations” and
“write down textual descriptions [...] about any observations they
wanted to report.” Zgraggen et al. found that over 60% of the gen-
erated insights were false. Examining the study design using our
proposed framework, we believe that the task the experimenters
wanted the participants to perform was T : report any reliable in-
sights from the dataset such that the false discovery rate was at
most 5%, while the tasks the participants likely believed that they
were performing was T ′: report any reliable insights or interesting
patterns from the dataset, without a specific interpretation of term
“reliable.”

We conducted a conceptual replication [41] of this study us-
ing crowdsourced participants on Prolific. This was a particularly
tricky study to design, and one of the primary challenges was to en-
sure that participants were actually performing the intended task—
identifying as many reliable insights as possible, while accounting
for potential false discoveries in the data at a specific α = 0.25 level.
A retrospective reflection reveals two aspects of our study design
which we believe likely helped prevent participants from misinter-
preting T : (1) providing participants with explicit incentives tied
to their monetary compensation for participation; and (2) a training
and feedback module.

Due to the incentives, participants are not only aware of when
they are going to be rewarded (if they are able to successfully iden-
tify correct insights) and when they will be penalised (if they in-
correctly identified insights that are false positives), but also the

https://researcher-help.prolific.com/hc/en-gb/articles/360009223553-Prolific-s-Attention-and-Comprehension-Check-Policy
https://researcher-help.prolific.com/hc/en-gb/articles/360009223553-Prolific-s-Attention-and-Comprehension-Check-Policy


acceptable false discovery rate in order to obtain a positive payout.
The training and feedback module, which comprised of five trials
prior to the actual test trials, helped them understand how they were
going to be evaluated. Throughout the study, we provided partic-
ipants with a cumulative points total to inform them of how they
were performing in the test trials.

Qualitative descriptions of the strategies that participants used
reveal that several participants were able to learn good strategies for
accomplishing the task over the course of the trials. In other words,
we believe that training and consistent feedback likely helped many
participants identify S′ ≈ S. Further, some participants also men-
tioned that while they were aware of what they needed to do for
the task, they still performed poorly as they could not identify a
“good” strategy for doing so—suggesting that the breakdown was
in correctly identifying S, and not in understanding T . While we
do not claim that these steps are sufficient to completely eliminate
breakdowns in identifying T when designing somewhat complex
decision-making tasks, we do believe that our study’s results would
not have been viable without these steps.

Finally, our research question (“whether participants in a mul-
tiple comparisons scenario adjust for multiple comparisons”) itself
was to see if participants are able to identify a good strategy for per-
forming the task. Thus, our study results should reflect that what we
are measuring is a composite of how well does V support identifica-
tion of S ≈ S′ in performing T and are participants able to execute
S′ to perform T . We leave it to the reader to decide if the reporting
of the results holds up to this standard.

Using Phrasing Variation as a Task Manipulation A recent
study by Oral et al. [36] claims that studies in visualisation often
conflate the terms “judgement” and “decision making”, and inves-
tigates whether participants are more accurate when performing a
judgement task compared to a decision-making task. The distinc-
tion between how the two tasks in this study were operationalised
was entirely based on how they were phrased: participants were ei-
ther asked “what is the best option?” (an observation framing for
the judgment task) or “what do you choose?” (an action-oriented
framing for the decision-making task).

Examining the study design using the telephone framework, we
believe that the authors expected the phrasing manipulation to result
in the T ′ identified by the participants in the decision and judge-
ments conditions to be different. The authors likely expected that
this would subsequently lead to slightly different S′. Our primary
concern with this study design is that it rests on the assumption that
this slight phrasing manipulation results in (or should result in) dif-
ferent cognitive processes (i.e. identification of different T ′ and S′)
in a participant which would manifest in their responses. While it is
not obvious that participants in this study misunderstood the task,
it is possible that participants may not be performing the task as the
experimenters want them to perform. Their quantitative analysis
found a small, but statistically non-significant difference between
performance in the two conditions. Moreover, participants’ qualita-
tive descriptions also did not reveal any differences in how/whether
the participants are performing the two tasks differently [36]. As
such, we believe that there may be a disconnect between the in-
tended task on behalf of the experimenters, and the actual task that
participants are performing.

Does misunderstanding the task always impact the results?
The phrasing of task questions is an important aspect of experi-
ment design. In a recent study investigating when and what type
of truncation in bar charts is appropriate [27], we experienced chal-
lenges in eliciting the desired response on a compare ratios task5.
We went through multiple iterations of question phrasing as there
was a potential for some participants to misunderstand this task.

5the compare ratios task entailed comparing the ratios between two pairs
of bars in a bar chart

Despite these precautions, in our results, participants were on av-
erage less accurate in the compare ratios task (∼ 52–74%) than in
a compare gap task6 (∼ 93–94%). This could be either because
the compare ratios task is perceptually and cognitively more diffi-
cult than the compare gap task, or it could also be because partic-
ipants were more prone to misunderstand the compare ratios task,
and the experiment design does not allow us to distinguish between
the two possibilities. However, this does not have to mean that the
results of this study are invalid. In this study, task was a between-
subjects condition, and the primary comparisons of interest were
manipulated within-subjects. Thus, participants across all condi-
tions which were being compared were presented with the same
task and the same phrasing of the task, implying that task misin-
terpretation would not manifest differently between the conditions
being compared.

The distinction we raise here is admittedly subtle but
important—it is important to ensure that factors such as task mis-
understanding (and even strategy mis-identification, as we will see
later) are balanced across all the conditions being compared, or ac-
knowledged as a possible factor driving the results. Consider the
following hypothetical counter-example: you are conducting an ex-
periment, where no training is provided to participants, to test two
visualisations for effectiveness. One of the visualisations being
compared makes the correct task more obvious. The conclusions
that can be drawn from this study depend on the communication
context. If you (as a designer) intend to deploy the visualisation in
situations where training is not possible, then the experiment will
indicate how users will behave with the visualisation. However, if
you intended to deploy the visualisation in situations where users
may receive training, the results of your study would not reflect the
effectiveness of the visualisation in these scenarios.

4.2 Strategy Mismatches

Visualisations are frequently misinterpreted. When a bar chart
is used to visualise the means of several categories, some view-
ers are prone to the within-the-bar bias—a point that falls within
the bar is judged as being more likely than a point that falls out-
side the bar, even if the two points are equidistant from the mean
[8, 25, 32]—a phenomenon which occurs because viewers misun-
derstand the visual encoding. Similarly, the cone of uncertainty
which is commonly used in hurricane forecasts is also frequently
misinterpreted—regions immediately outside the cone are judged
to be at significantly lower levels of risk of hurricane damage when
compared to areas just inside the cone [37, 39]. Broadly, we can
consider these misinterpretations of the visual encoding (E1) [34]
of a chart to result in users performing the task with visualisation by
adopting strategies that do not match the designer’s intended strat-
egy (i.e. S′ ̸⇔ S).

Discrepancy between the optimal strategy and the actual
strategy identified by participants. In a study by Hofman et al.
[20], participants were asked to estimate the probability of superi-
ority between two probability distributions. The distributions were
presented to participants using either 95% confidence intervals (i.e.,
the uncertainty in the estimate of the mean) or 95% prediction in-
tervals (i.e., uncertainty in the location of future observations). The
authors provide participants with a textual description of what the
visual idioms—the error bars—meant (see Figure 4). The study
found that participants in the 95% prediction interval (PI) condition
made judgments of probability of superiority (and a willingness to
pay value) which were closer to the ground truth value.

It is important to note a few things here. First, confidence in-
tervals are notoriously difficult to interpret and numerous studies
have shown that even experts with statistical training frequently fail

6the compare gap task entailed comparing the difference in heights be-
tween two pairs of bars in a bar chart



Your average sliding distance with the special boulder: If you were to 
slide the special boulder 1,000 times, you would attain an average 
distance of 104 meters.

Variation in your sliding distances with the special boulder: Roughly 
speaking 95% of your next 1,000 slides would be between 74 and 134 
meters, with approximately equal percentages of slides falling short of 74 
meters or long of 134 meters. The graph shows your average distance and 
this interval without the special boulder (left) and with the special boulder 
(right), as indicated by the black points and vertical bars

Your average sliding distance with the special boulder: If you were to 
slide the special boulder 1,000 times, you would attain an average 
distance of 104 meters.

Uncertainty in estimating your true average sliding distance with the 
special boulder: A 95% confidence interval on your aerage sliding 
distance with a special boulder is 103 to 105 meters. A 95% confidence 
interval is constructed such that if we watched many such sessions of 
1,000 slides and repeated this process, 95% of the constructed intervals 
would contain your true average.

Description for (text matched) 95% CI condition

Description for (text matched) 95% PI condition

Figure 4: Description of confidence interval (CI) and prediction in-
terval (PI) in the study by Hofman et al. [20] (adapted from Table
2 in https://osf.io/za2d9). In this study, participants were pre-
sented with the mean point estimate and uncertainty distribution for
two boulders—regular and special. The regular boulder has an aver-
age sliding distance of 100 metres (95% CI: [99, 101]; 95% PI: [70,
130]). They were then asked to provide estimates for probability of
superiority and willingness to pay.

to correctly interpret the information presented with a confidence
interval [19, 30] or fail to distinguish between error bars depict-
ing standard errors and confidence intervals [2]. Second, a subse-
quent study by Kale et al. [22] found that participants largely relied
on heuristics for making decisions which involved comparing two
distributions represented using confidence intervals, although they
did not test prediction intervals; some of the more commonly used
strategies included comparing the two distributions based on the
distance between the means, distance between the means relative
to the uncertainty or distribution overlap. Finally, the information
presented in the PI condition would lead to a “more correct” answer
(i.e. closer to the ground truth) than the CI condition, if a participant
were to use some of the heuristics identified by Kale et al. [22].

As the participants in the study by Hofman et al. [20] were lay
people, it raises the question of whether the tutorial provided to
them (Figure 4) was sufficient and allowed them to truly understand
the semantic difference between the presented confidence and pre-
diction intervals, or if they simply relied on heuristics to make their
judgments. In other words, the study cannot distinguish between
two possible explanations for the result: were participants in both
conditions able to correctly identify the optimal strategy S but fail
to execute the strategy properly? Or, did they merely identify an
S′ which coincidentally allowed them to perform better with one
representation (95% PI), but not with the other (95% CI)?

As is, we believe that the current study, due to lack of explicit
training, best supports claims about the holistic understanding of
the visual representation, task, and strategy; thus the most reason-
able conclusion here is that a 95% PI would lead to more accurate
responses of the probability of superiority measure and the willing-
ness to pay measure, but without much insight into why they might
be better. However, if this improvement is indeed due to the use
of a heuristic, we might conceivably be able to find a different task
(for e.g., inferential tasks as opposed to predictive tasks) where PIs
might perform poorly when compared to CIs.7

7see also: https://statmodeling.stat.columbia.edu/2023/08/16/

On the other hand, if the authors want to conclude that the 95%
PI is better because it allows participants to identify and execute
the optimal strategy for performing the task, it is likely necessary
to explicitly train participants on how to correctly interpret the vi-
sual representation, and be supported through additional qualitative
data about strategies that people are using. This would be useful
to allay potential concerns such as whether participants are able to
meaningfully distinguish between error bars used to depict PIs and
CIs. Finally, if the authors are interested in making claims about
the perceptual effectiveness of the visual representation (assuming
participants adopt the respective optimal strategies), then partici-
pants may need training in both how to interpret the visualisation
and what the optimal strategy is.

5 TAKEAWAYS FOR EXPERIMENTAL DESIGN

What does all of this mean for the design of experiments? We be-
lieve that thinking about experimental design using such a frame-
work can enable us as researchers to strengthen the ecological va-
lidity of our results. Moreover, certain components of experiments
(§3) can serve as useful tools to ensure that there is minimal devia-
tion from the ideal experiment pathway—disparity between T and
T ′ or between S and S′.

5.1 Task
If the objective of our study is to make claims about the task and
the visualisation—visualisation V is more suited for Tasks Ti and
Tj—we will need to discuss the steps taken to ensure minimal task
misunderstanding as well as demonstrate that the participants un-
derstand, and are performing, the task we want them to perform.
On the other hand, if we are not making claims about the task (e.g.,
truncation in the bar charts study [27]), then we can design our ex-
periment to allow our analysis to marginalise over the effect of any
potential task misunderstandings.

The various tools of experimental design that are available to
the researcher, can be used to make sure there is minimal discrep-
ancy between the task that we researchers want a participant to per-
form and the task they perceive we want them to perform. A first
step would be to conduct pilot studies of the experiment, where the
(pilot) participants are asked to think aloud [33] their thoughts as
they are performing the task. This is likely the fastest and sim-
plest way to detect potential task misunderstandings. In an ideal
world, we would advocate for multiple rounds of pilot studies, with
at least one round consisting of participants who are sampled from
the same population as the actual study. Specifically, if the intent is
to ultimately run the study on participants recruited from a crowd-
sourcing platform, we should avoid resorting to the convenience
of running very small pilot studies with other graduate students in
visualisation or computer science—it is very likely that the chal-
lenges faced by a graduate student in the same field is not going to
be the same as the challenges that the actual study participants are
going to encounter. As an additional step, we also recommend re-
searchers collect qualitative data to help verify whether participants
understand the task.

5.2 Strategy
The goal of a study could be to either determine whether a user is
able to identify the “optimal” strategy for performing a task with a
visualisation, or it could be to identify how well a user is able to ex-
ecute this “optimal” strategy. Empirical work in visualisation often
conflates the two, and this is understandable—it may be reasonable
to consider a visualisation not good for a particular task if it does
not make readily obvious the optimal strategy for performing the
task. Yet, strictly speaking, only the latter (how well a user is able
to execute the “optimal” strategy with the visualisation to perform
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the task) is providing a measure of effectiveness, in the traditional
sense of the term. Moreover, both of these are reasonable research
questions, but we should be explicit in choosing which we intend
to study as there are different implications for the design of the ex-
periment.

If the goal of a study is to determine whether a user is able to
identify the “optimal” strategy for performing a task with a visu-
alisation, researchers would need to ensure that all participants at
least have a comparable understanding of the visual representation
(and what it encodes). One way of achieving this can be through
proper introduction and tutorial of the visual representations, as
“good instruction-writing” can ensure that all participants have the
necessary knowledge to perform the experiment [5]. If the intro-
duction and tutorial sections for one of the conditions in a study
is poorly worded, and the participants in that condition have lower
scores on an effectiveness metric, researchers will not be able to dis-
tinguish between whether the visualisation is actually ineffective or
whether it was misunderstood. At the risk of over-correction, it is
also possible to provide an excessive amount of information in this
section, beyond what a user in most contexts in which the visuali-
sation is going to be used has access to, threatening the ecological
validity of the study.

On the other hand, if the goal is to specifically assess how well a
visualisation supports the optimal strategy, we would need to ensure
that most participants in our studies adopt the optimal strategy (or
close-to-optimal strategy). In this case, training and feedback can
help dispel concerns of mis-identification of the optimal strategy by,
at the very least, informing the participants if the strategies that they
had initially identified were sub-optimal and providing them with
information to refine their strategy. As before, asking participants
to describe the strategies that they used to perform the task through
qualitative questionnaires can often reveal valuable insights. The
use of explicit incentive structures, along with feedback can also
indirectly help reinforce notions of the optimal strategy. This is
because deviations from the optimal strategy can become quickly
evident through sub-optimal payoffs.

5.3 Effectiveness and External Validity

So far our discussion has overlooked the potential impact of mo-
tivation and engagement. In the context of experiment design in
behavioral economics, Camerer and Hogarth [5] claims that certain
people might be intrinsically motivated to participate in an experi-
ment; recent work in visualisation has found that viewers may have
varying levels of intrinsic motivation to engage with the informa-
tion presented in a visualisation [15, 24, 38]. Beyond making sure
that there is a baseline balance across experimental conditions, such
that participants in one condition are not more motivated or en-
gaged than those in other conditions, we consider here other ways
in which these factors can impact experimental results—we identify
external validity of the visualisation as one such instance.

Consider a visualisation deployed in a public space or in a jour-
nalism article—in such scenarios, users engaging with the visual-
isation may have varying levels of skills and motivation. Thus, as
briefly discussed at the end of §4.1, the most ecologically valid eval-
uation of the effectiveness of such a visualisation would be to not
provide participants extensive tutorials and training on how to use
the graph. Conversely, if a visualisation is going to be used in a
highly specialised domain, it would not be unrealistic to assume
that the users will receive extensive training on how to use the visu-
alisation. Hence, ecologically valid evaluations of the effectiveness
of such visualisations should reflect the training that the target users
are likely to receive (in addition to ensuring that users have the ap-
propriate amount of knowledge to perform the intended tasks with
the visualisation, for instance, by recruiting from the intended target
population).

5.4 The Multiverse of the Oft Overlooked Experimental
Design Components

The preceding discussion highlights how the often overlooked com-
ponents of a study—onboarding, introduction, tutorial, and training
to name a few—can have a non-trivial impact on its results. Yet,
there is no standard process (nor could there be one) for creating
these components. As a result, researchers are required to decide
and make implicit choices on how to create them, or even whether
to include them in a study at all. These decisions, if mentioned at
all, often tend to be relegated to the supplementary materials of a
paper. Much like the recent discussion on how various analytical
choices, for a particular research question, can result in substantial
variation in the results [14, 42, 43, 44], so too can the decisions
involved in creating the experimental design components.

As such we feel it is important to ask—what is the extent to
which such decisions impact the results? For instance, in an ex-
periment assessing the effectiveness of visualisations, how much of
an impact does including or not including a training module have
on the results? Suppose we assess a visualisation using an experi-
ment where no training was provided. Could we extrapolate these
results to an “alternative universe” where the target users received
some form of training? Or, could the results be so drastically dif-
ferent that they imply qualitatively opposite conclusions?8 We be-
lieve that it might be valuable to systematically study the impact of
the various decisions that go into creating the experimental design
components.

6 CONCLUSION

In this paper, we posit that there exist many threats to the experi-
mental validity of studies that claim to assess the effectiveness of
visualisations. Much of these potential threats stem from potential
misunderstandings of the task that experimenters want participants
to perform or mis-identification of the strategies that participants
should “ideally” adopt in performing the task with a visual rep-
resentation. These misunderstandings are intrinsically related to
visualisation literacy, which in itself is a complex construct. We
highlight how these threats can often manifest in practice, and how
they can impact the conclusions that researchers can draw from a
study. Finally, we discuss how various, often overlooked, compo-
nents of experiments can be used to strengthen the design of studies
and ensure greater ecological validity.
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